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and Neo /

WIKIPEDIA

The Free Encyclopedia

Apache Hadoop is an open-source framework that supports data-intensive distributed
applications

Tuesday, June 4, 13



ﬁf@e : ; ' . tbllls or4a.]h database
WIKIPEDIA ‘ grap

The Free Encyclopedia

Neo4j is an open-source graph database, implemented in Java. The developers describe Neo4j as "embedded,
disk-based, fully transactional Java persistence engine that stores data structured in graphs rather than in
tables”
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?® Neosj
@ the graph database

Use case: Create large neo4j database

Multiple times!
about 30.000.000 nodes

and 700.000.000 edges

between them. each node has 9 properties

each edge has 4 properties



Hadoop
and Neo
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~ Re-create db

. 7 Neo4j

. o+ the world’s leading

graph database
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- Re-create db

. 7 Neo4j

» the world’s leading

graph database
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@reate db -

Multiple ways to create a Neo4] database

*Just add nodes and edges with:
°Java api
*Rest api
*Cypher via rest
*Batch import functionality
*My way ;-)

[ | || ]
-----
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Re-create db ¢

Multiple ways to create a Neo4] database

Just adding nodes and edges has some problems.
Neo4] being transactional will give a lot of transaction overhead for large graphs.
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~ Re-create db

Multiple ways to create a Neo4] database

Batch import is non transactional so thats a good way to start
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" Re-create db |

Some batch import code

String line;
while ((1ine = reader.readLine()) !'= null) {
String[] parts = 1line.split(SPLIT_STRING);

long fileNodeIld = Long.parseLong(parts[0]);
long nodeld;

for (int ¢ = 0; ¢ < nodeFields.length; c++) {
properties[l + ¢ * 2] = objectFromProperty(parts[c +

ks
nodeld = db.createNode(map(properties));

index.add(nodeld, map(properties));

Tuesday, June 4, 13
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~ No waiting
please!
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~ No waiting
please!

code improved: 3 (+2) hours

-----
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"Hadoop
and Neo

Y Learnlng mter al
structure of Ne04j

Name Date Modified Size
"~ messages.log Friday, March 8, 2013 3:18 PM 169 KB
' neostore Friday, March 8, 2013 3:26 PM S4 bytes
" neostore.id Friday, March 8, 2013 3:18 PM 9 bytes
" neostore.nodestore.db Friday, March 8, 2013 3:26 PM 900 KB
" neostore.nodestore.db.id Friday, March 8, 2013 3:18 PM 9 bytes
" neostore.propertystore.db Friday, March 8, 2013 3:26 PM 16.8 MB
" neostore.propertystore.db.arrays Friday, March 8, 2013 3:26 PM 12...ytes
 neostore.propertystore.db.arrays.id Friday, March 8, 2013 3:18 PM 9 bytes
" neostore.propertystore.db.id Friday, March 8, 2013 3:18 PM 9 bytes
" neostore.propertystore.db.index Friday, March 8, 2013 3:26 PM 10 KB
" neostore.propertystore.db.index.id Friday, March 8, 2013 3:18 PM 9 bytes
" neostore.propertystore.db.index.keys Friday, March 8, 2013 3:26 PM 1 KB
" neostore.propertystore.db.index.keys.id Friday, March 8, 2013 3:18 PM 9 bytes
" neostore.propertystore.db.strings Friday, March 8, 2013 3:26 PM 1.4 MB
" neostore.propertystore.db.strings.id Friday, March 8, 2013 3:18 PM 9 bytes
" neostore,relationshipstore.db Friday, March 8, 2013 3:26 PM 20.6 MB
" neostore.relationshipstore.db.id Friday, March 8, 2013 3:18 PM 9 bytes
" neostore,relationshiptypestore.db Friday, March 8, 2013 3:26 PM 25 bytes
" neostore,relationshiptypestore.db.id Friday, March 8, 2013 3:18 PM 9 bytes
" neostore,relationshiptypestore.db.names Friday, March 8, 2013 3:26 PM 22...ytes

" neostore.relationshiptypestore.db.names.id Friday, March 8, 2013 3:18 PM 9 bytes .= ..l

ms mE
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mEm = m

n' EEEm
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Learning‘;,
internal structure
of Neo4

Hadoop
and Neo

- Learning internal
structure of Neo4]

In essence it’s all: doubly
linked lists sequentially
stored on disk
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,Le'arning';,, _
internal structure
of Neo4|

Hadoop
and Neo

ﬁ‘f Learning internal
structure of Neo4|

In essence it’s all: doubly linked lists sequentially stored on disk

| byte 4 byte 4 byte

NOde use flag|l Ist rel [fl st prop
/ \

| byte 4byte 4byte 8byte 8byte 8byte 8byte

Pr’ope rty use flag| prev || next [ encodgd valuelname and type

| byte 4byte 4byte 4byte 4byte 4byte 4byte 4byte 4 byte

prev next prev next

Relatlonshlp use flagl from | to | type || £ - f el T [ o ['stProP
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,Le'arning';,, _
internal structure
of Neo4|

: Hadooj:
and Neo

- Learning internal
structure of Neo4|

{name : BerlinBuzzwords}

b
X% {at : 03/04 june 2013)

{place : Berlin}
Evenue : KulturBrauerei}

{name : Kris}

HE EN
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Learning‘;,
internal structure
of Neo4

Hadoop
and Neo

- Learning internal
structure of Neo4]

In essence it’s all: doubly linked lists sequentially stored on disk

Nodes Properties

2 - - name : Kris

name :
I - - BerlinBuzzwords

4 place : Berlin

venue :
KulturBrauerei

5 - - at :03/04 june 2013

Relationships

name : BerlinBuzzwords}

s
/
N\ {at : 03/04 june 2013}

{place : Berlin} -
{venue : KulturBraugfejl=
H .
EE B =
{name : Kris} .'.==='
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y” Learning
internal structure

and Neo

" Rownumbers

Ol fieefffffrffffff Ol 00 00 Ol ec 00 00

000001 0O00006700000001 01000000 7e
0000000201 0000 00020000000301 0000
00 08 00 00 00 04 OI 0O OO 00 03 00 0O 00 05 Ol
00 00 00 04 00 00 00 07 O 00 00 02 5¢c 00 00 0O
0801 000001 f6 00 00 00 09 OI 00 OO 00 08 00
00 00 0201 00 00 00 Oc 00 00 00 0Ob Ol 00 00 OO
52 00 00 00 Oc Ol 00 00 0024 0000000d01I 00
00 00 Oc 00 00 00 Oe O1 00 00 02 00 00 00 00 of
01 00 00 00 0e OO0OO OO IOOI 000000 100000

Position in the file matters
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y” Learning
internal structure

and Neo

- Rownumbers

We need a rownumber generator

[ | |
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y” Learning
internal structure

Hadoop
and Neo

*nix has one build into "cat’
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Learning
internal structure
of Neo4|

Hadoop
and Neo

Rownumbers

NANI

cal

SYNOPSIS

catl

DESCRIPTION

EXIT STATUS
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y” Learning
internal structure

Hadoop
and Neo

- Rownumbers

We need a distributed ‘cat -n’
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Hadoop
and Neo

Tuesday, June 4, 13

~ Learning
internal structure
of Neo4|

We need a distributed ‘cat -n’

to convert: into:
ABC 0 ABC
DEF | DEF
GHI 2 GHI
JKL 3 )KL
MNO 4 MNO
PQR 5 PQR
STU 6 STU
VWX 7 VWX
YZ0 8 YZ0

- Rownumbers




~ Learning
internal structure
of Neo4

Hadoop
and Neo

- Rownumbers

Easy way out is a | (one) reducer job
doing the numbering. But that’s no fun
right!

HE EN
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H Em
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" Learning
internal structure
of Neo4j

Hadoop

and Neo i

Gather from
HDFs

1.Run the data through a mapper and have the mapper emit
each record AS IS

2.Have each mapper keep track of how many records it sends
to each reducer

3.Have each reducer process the count records and
accumulate the counts from each mapper it receives

4.Have each reducer emit each record prepended by a row 1D
starting the ID sequence at the number calculated

- Rownumbers
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Learniné; :
internal structure
of Neo4j

Hadoop
and Neo

- Rownumbers

1. Run the data through a mapper and have the mapper emit each record AS IS
2. Have each mapper keep track of how many records it sends to each reducer

mapper:
setup:
initialize counters
map:
read input ==> emit as is, increment the correct counter
cleanup:

emit all counters

Tuesday, June 4, 13



"  Learning
internal structure
of Neo4

Hadoop
and Neo

- Rownumbers

mapper 0:
initialize counters = [0, 0, 0]
map:
input "ABC" ==> emit "ABC", increment counters[0]
input "DEF" ==> emit "DEF", increment counters[1l]
input "GHI" ==> emit "GHI", increment counters[2]
ABC (hash=0) input "JKL" ==> emit "JKL", increment counters[0]
DEF (hash=1) input "MNO" ==> emit "MNO", increment counters[1] //now [2, 2, 1]
GHI (hash=2) cleanup: o
H(L (hash=0) em}t counter for part}t}on 0: none
PHQC)(hash=I) em+t counter for part}t}on l: counters[0] = 2
_____________ Sp“t emit counter for partition 2: counters[0] + counters[l] = 4
PQR (hash=2) mapper |:
STU (haSh=O) SetuE;itialize counters = [0, 0, O
VWX (hash=1) . L9y Bn Ol
YZ0 (haSh=|) input "PQR" ==> emit "PQR", increment counters[2]
input "STU" ==> emit "STU", increment counters[0]
input "VWX" ==> emit "VWX", increment counters[1l]
input "YZ0" ==> emit "YZ0", increment counters[1l] //now [1, 2, 1]
cleanup:
emit counter for partition 0: none T
emit counter for partition 1: counters[0] = 1 s
emit counter for partition 2: counters[0] + counters[l] = 3 o
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Learning
internal structure
of Neo4]

Hadoop
and Neo

" Rownumbers

1. Have each reducer process the count records and accumulate the counts from each mapper it receives
2. Have each reducer emit each record prepended by a row ID starting the ID sequence at the number calculated

reducer:
reduce:
initialize offset = 0
calculate offset to start numbering based on all counter records from the mappers
read input ==> emit current offset + input, increment offset

Tuesday, June 4, 13



"  Learning
internal structure
of Neo4j

Hadoop
and Neo

reduce:
initialize offset = 0
input "ABC" ==> emit "offset <tab> ABC",
input "JKL" ==> emit "offset <tab> JKL",
input "STU" ==> emit "offset <tab> STU",
reduce:
initialize offset = 0
input counter with value 2 ==> offset =
input counter with value 1 ==> offset =
input "DEF" ==> emit "offset <tab> DEF",
input "MNO" ==> emit "offset <tab> MNO",
input "VWX" ==> emit "offset <tab> vWwx",
input "XY0" ==> emit "offset <tab> XYO0",
reduce:

initialize offset = 0
input counter with value 4 ==> offset

input counter with value 3 ==> offset =
input "GHI" ==> emit "offset <tab> GHI",
input "PQR" ==> emit "offset <tab> PQR",

Tuesday, June 4, 13

reducer 0:

increment
increment
increment

reducer I:

offset + 2
offset + 1
increment
increment
increment
increment

reducer 2:

offset + 4
offset + 3
increment
increment

offset
offset
offset

//emits
//emits

- Rownumbers

0<tab>ABC
1<tab>ABC,

and so on...

//last emitted offset is 2

//now offset ==
offset //emits
offset //emits
offset
offset

/ /now
offset
offset

3
3<tab>DEF
4<tab>MNO,

and so on...

//last emitted offset is 6

offset ==
//emits
//emits

7
7<tab>GHI
8<tab>PQR




" Learning i
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Hadoop
and Neo

- Rownumbers

Tuesday, June 4, 13



y” Learning
internal structure

Hadoop
and Neo

" Rownumbers

Is that all?
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~ Learning
internal structure
of Neo4

Hadoop
and Neo

- Rownumbers

Is that all?

A custom partitioner:

public static class Partitioner extends Partitioner<ByteWritable, RowNumberWritable> {

@Override
r\J()’ public int getPartition(ByteWritable key, RowNumberWritable value, int numPartitions) {
* 1f (key.get() == (byte) RowNumberJob.COUNTER_MARKER) {
return value.getPartition();
} else {

return Partitioner.partitionForValue(value, numPartitions);

h
}

public static int partitionForValue(RowNumberWritable value, int numPartitions) {
return (value.getValue().hashCode() & Integer .MAX_VALUE) % numPartitions;

}
h

A custom grouping comparator:

public class IndifferentComparator implements RawComparator<ByteWritable> {
@Override
public int compare(ByteWritable left, ByteWritable right) {

return Q; A CUStOITI Wl”ltablﬂ

} HE Em

} HENE = =
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" Learning
internal structure
of Neo4

Hadoop
and Neo

~ Joining a lot!

Step |: Prepare properties

Step 2a: Output properties

Step 2b: Output nodes/edges and first property reference

Step 3: Join edges and nodes to get from-id and to-id

Step 4: Output nodes with first edge and first property reference
Step 5: Output edges

HE EN
lllll
lllll
|
[ | |
lllll
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" Learning
internal structure
of Neo4j

Hadoop
and Neo

~ Joining a lot!

Step |: Prepare properties

Propertierecords can hold multiple properties
We need to find the first property reference for each node and edge,
so we need to know the total properties structure first

Tuesday, June 4, 13



" Learning
internal structure
of Neo4|

Hadoop
and Neo

~ Joining a lot!

Step 2a: Output properties
Step 2b: Output nodes/edges and first property reference

We output the bytearray structure of the neo4j property files

And we can output the node id with functional id and the first
property pointer

For edges we output the edgeid, fromnode, tonode and first property
pointer

Tuesday, June 4, 13



~ Learning
internal structure
of Neo4

Hadoop
and Neo

~ Joining a lot!

Step 3: Join edges and nodes to get from-id and to-id

Remember we added rownumbers to the data and we need to use
them as our pointers. Not the original functional id.
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~ Learning
internal structure
of Neo4)

Hadoop
and Neo

Joining a lot!

Step 4: Output nodes with first edge and first property reference

It’s actually more complicated. Need to selfjoin all edges of a node to
determine the first.

Tuesday, June 4, 13



Learning
internal structure
of Neo4]

Hadoop
and Neo

~ Joining a lot!

Step 5: Output edges

Making sure you have them sorted to put in the next and previous
edge reference

Tuesday, June 4, 13



Learniné;
internal structure
of Neo4j

Hadoop
and Neo

~ Gather from
HDFS

Just a simple

hadoop fs —-cat <HDFS PATH>/neostore.nodestore.db/part-r—x

Tuesday, June 4, 13



"  Learning
— internal structure
: of Neo4

Hadoop )

wve) , “ Gather from
HDFS

VVell a bit more to get all data

rm -rf ./graph.db
mkdir graph.db/

TO=./graph.db/
FROM=${1}
8 hadoop fs -get ${FROM}/neostore ${T0}
9 hadoop fs -get ${FROM}/neostore.id ${T0}
10 hadoop fs -get ${FROM}/neostore.nodestore.db.id ${TO0}
hadoop fs -get ${FROM}/neostore.relationshipstore.db.id ${T0}
hadoop fs -get ${FROM}/neostore.relationshiptypestore.db ${T0}
hadoop fs -get ${FROM}/neostore.relationshiptypestore.db.id ${T0}
14 hadoop fs -get ${FROM}/neostore.relationshiptypestore.db.names ${T0}
15 hadoop fs -get ${FROM}/neostore.relationshiptypestore.db.names.id ${T70}

hadoop fs -get ${FROM}/properties/neostore.propertystore.db.+ ${T0}

19 hadoop fs -cat ${FROM}/neostore.nodestore.db/part-r- ${T0}/neostore.nodestore.db
)0 hadoop fs -cat ${FROM}/neostore.relationshipstore.db/part-r- ${T0}/neostore.relationshipstore.db

hadoop fs -cat ${FROM}/nodeproperties/propertystore.db/props-r-+ ${FROM}/edgeproperties/propertystore.db/props-r—+ ${FROM}/j
hadoop fs -cat ${FROM}/properties/neostore.propertystore.db.strings.header ${FROM}/nodeproperties/propertystore.db/strings-

25 rm ${TO}/+.footer
26 rm ${70}/+.header
exit
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me = node("Kris Geusebroek")
me— | :WORKS_AT | -("GoDataDriven")
, me—|:MEMBER|-("meetup.com/NLHUG")
, me-[:MEMBER]-("meetup.com/GraphdbAmsterdam")

me.twitter = "@krisgeus"
me.github = "github.com/krisgeus"
me.email = "krisgeusebroek@godatadriven.com"

"THANK YOU!"
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g% Todo:
*Indexes
*Array properties
*Neo4) 2.0 compatibility

e|nverse direction



Hadoop
and Neo
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https://github.com/krisgeus/graphs
https://github.com/krisgeus/graphs

GoDataDriven

We’'re hiring / Questions?! / Thank you!

Kris Geusebroek @krisgeus

Big Data Hacker Krisgeusebroek@godatadriven.com
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